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Introduction

The inherent link between technological 

development and architectural design in-

novation is one of both empowerment and 

restriction.  As William Mitchell poignantly 

observed, “architects tend to draw what 

they can build and build what they can 

draw” (2001, cited Kolarevic 2003).  While 

industrial robotic manipulators have recent-

ly provided the potential of highly informed 

(Bonwetsch et al., 2006) design fabrication, 

a coupling of these technologies with de-

velopments in accessible representational 

techniques would enable another means of 

informing design for mass customization 

(Piller 2004).  Mario Carpo (2001) illustrates 

that, while design and construction tech-

nologies are clearly linked to the develop-

ment of architectural styles (trabeation for 

the Ancient Greek, the arch for the Romans, 

stereotomy for the Gothic, reinforced con-

crete in modernism, and more recently, dig-

ital fabrication), they can also be influenced 

by technologies of representation and the 

dissemination of media (notably, the effect 

of the printing press upon the Renaissance).  

With the prominence of social networking, 

Web 2.0, and highly-capable smart phones, 

new forms of representational media have 

become more fluid and, in turn, accessible 

to designers. 

In this paper, we examine a se-

ries of experiments which utilize a combi-

nation of representational and fabrication 

techniques with potential utility in on-site 

architectural design and mass customiza-

tion.  Namely, we develop a low-cost aug-

mented reality (AR) system using widely 

available commercial products for use in a 

workflow in which forms are generated us-

ing skeleton-tracking and human gesture, 

previewed using a see-through AR headset, 

and fabricated in situ via robotic manipula-

tor.

Related Work

There have been numerous research proj-

ects involving gestural form-finding (Green-

wold, 2003) and many more that suggest 

the potential application of augmented re-

ality systems in architectural design (Feiner 

et al., 1996).

The intent of this research is 

not to develop or dwell upon technology in 

skeletal tracking or augmented reality, but 

rather to implement them as simply and 

as cheaply as possible in order to explore 

their ability to inform architectural design, 

robotic fabrication, and mass customiza-

tion.  In this sense, the project contains 

some of the same ideas behind  the cell-

phone-designed mTable of 2002 (Gramazio 

and Kohler, 2008)—by empowering non-de-

signers with software that turns their own 

off-the-shelf hardware into highly capable 

and often clumsily-controlled design tools,  

architects are forced to rethink their role in 

a world where digital fabrication technolo-

gies have enabled the potential of mass-

customization.

Initial Research

This project naturally evolved from research 

begun at the Gramazio & Kohler Professor-

ship for Architecture and Digital Fabrica-

tion, ETH Zurich, which explored the on-site 

potential of robotic fabrication through the 

use of laser scanning technologies and a 

robotic manipulator mounted on a mov-
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system, and though the rapid cure time al-

lowed the tile to be released in 2-4 minutes, 

it accordingly exacerbated nozzle-clogging 

issues to the extent that it became infea-

sible for continued use. The products we 

tested listed a suggested gap-filling ability 

of 7.5 cm, but we found we could fill larger 

volumes with careful application and the 

use of ad hoc filler materials (scrap styro-

foam, wire mesh, dowels, etc.). The pres-

ently constructed one-square-meter sec-

tion of our prototype contains 63 tiles and 

required approximately 70 hours of build 

time (Fig. 6/7).

Discussion and Conclusion

Our process effectively demonstrates a 

technique for using a robotic manipula-

tor as a reconfigurable formwork, while 

clearly indicating that opportunities exist to 

streamline the foam-tile manifestation of 

the concept. Simple improvements to the 

foam delivery system, such as automated 

spraying, faster curing, and a self-cleaning 

nozzle, could improve the process speed 

tenfold. Further efficiency gains could be 

achieved through an end effector capable 

of orienting and placing multiple tiles in 

one movement. It is worth noting, however, 

that our primary intention is not to maxi-

mize efficiency, but to examine the design 

potential of this method. Indeed, the idea 

of maximum efficiency is in many ways 

at odds with the concept of the poché: as 

Venturi (1966) states, the residual space 

created by contradiction between inte-

rior and exterior geometries is “sometimes 

awkward” and “seldom economic.”

Beyond our prototypical ex-

ample which engaged thermal insulation 

and acoustic isolation, simple variations in 

material and technique present an array of 

available performative qualities: aesthetic 

complexity, light deflection, directional 

acoustics,  and economy of material. Per-

haps this process’s greatest potential is its 

ability to produce composite surfaces which 

tailor the physical properties of the each 

element of cladding and filling to specific 

program requirements, creating “functional 

gradient materials” (Hirai, 1996). 

In a production environment, ac-

cessing the full potential of this process to 

reduce the complexity and tight tolerances 

demanded by current freeform cladding 

systems requires mobilizing the robot for 

on-site construction. Mobile construction 

robots—like the Echord robot of ETH Zur-

ich [3]—could be located within a working 

zone using not only pre-placed registration 

markers, but by scanning and calibrating 

their own previously placed tiles: effectively 

employing precise placement as a dynamic 

The large tolerances allowed 

by this process did not require a resolute 

model of the pre-existing conditions, but 

simply a general understanding of its key 

points (primarily for the purpose of avoid-

ing collisions). We utilized our robotic ma-

nipulator as a digitizer, sending a handful of 

coordinate values to Rhino Python via serial 

interface and referencing them during the 

modeling process to generate our surface 

within a loose range (~25 cm) of the exist-

ing structure.

Fabrication

For the construction of this prototype, we 

created a custom vacuum gripper for our 

6-axis industrial robot (an ABB IRB 6400) 

using a salvaged mini-fridge compressor 

and off-the-shelf components. The I/O 

system of the robot controller is wired to a 

relay which controls power to the compres-

sor and to a solenoid valve which can be 

opened to release the vacuum.

We use 11.0 cm square ceramic 

tiles for an adequate balance between reso-

lution and construction speed (Bonwetsch 

et al., 2006). Guided by its native RAPID 

language (ABB, 1997), converted from the 

data of the digital model using Rhino Py-

thon, the robot moves the suction cup to 

the loading position and turns on the vacu-

um pump. It then carries the tile to its des-

ignated position and raises a prompt on the 

controller’s teach pendant notifying the user 

to manually apply the expanding foam. As 

the robot can maintain this position indefi-

nitely (and can be shut down during a pose), 

the time it must wait until its next move-

ment is determined entirely by the cure 

time of the filling and adhering material. In 

our case, we use primarily store-bought ex-

panding polyurethane foam, which we have 

found to require 40-60 minutes of cure 

time (at 20-30 °C) before the tile can be 

released by the robot. In an attempt to in-

crease production speed, we experimented 

with a professional two-part polyurethane 

Figure 6 Prototype build process. Figure 7 Prototypical irregular-substrate tile surface.
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To maximize options for expanded func-

tionality and to avoid the cost of AR-spe-

cific commercial products, we developed 

our own device using cheap, off-the-shelf 

components.

Hardware

In searching for the components necessary 

for an augmented reality system—position 

tracking, orientation sensors (electronic 

inclinometer/accelerometer and compass), 

networked communications, portable 

power, resolute screen, and an operating 

system that supports localized software 

(Feiner et al., 1997)—it quickly became clear 

that all of these elements were available 

inside the majority of today’s smartphones.  

Repurposing such a widely available prod-

uct ensured low cost, compact form-factor 

and the potential of making any developed 

applications accessible to a mass audi-

ence.  For its existing integration with the 

processing environment [4], the Android OS 

was selected and a used Motorola Droid X 

became the core of the augmented reality 

system.

The headset was assembled 

from the hardware of a scrap head-lamp 

and laser-cut acrylic parts, with the Droid X 

mounted above the eyes with downwards-

facing screen, reflecting onto an angled 

sheet of transparent, mirrored acrylic (Fig. 

2).

Multi-device Interface

By creating a custom interface between 

three mass market electronic devices (Ki-

nect, personal computer, and smartphone), 

we are able to create a robust gestural in-

terface using components that exist within 

millions of homes worldwide [5].  The inter-

connectivity of the devices functions in the 

following manner (Fig. 3):

1. Both the PC and Droid X (headset) are 

running custom applications written in 

processing which are constantly commu-

nicating with one another wirelessly over 

the internet using OSC protocol [6].

2. The Kinect is connected via USB to the PC 

and provides the data used for 3D track-

ing of the user’s joint coordinates.

3. Head pan, tilt and roll are calculated us-

ing the mobile phone’s accelerometer 

and geomagnetic sensor [7] , while head 

position is read from the Kinect data.

4. The touch screen of the Droid X activates 

able platform.  Initial tests utilized a robot-

mounted Kinect (Kean et al., 2011) scanner 

connected to a nearby PC, which was in-turn 

connected to the robot controller via Ether-

net connection.  Using the simpleOpenNI [1] 

library for processing [2], we were able to 

track the 3D hand coordinates of the human 

user in real-time.  The program was writ-

ten such that hand movements could be 

interpreted to generate a virtual brick wall 

along the gestured path as it was drawn.  

By reading the orientation and position of 

the robotic manipulator, the Kinect’s local 

coordinates could be transformed to match 

the coordinate system of the robot, and 

the processing code was written such that 

the generated brick positions and orienta-

tions could be translated into the native 

language or the robot (ABB, 1997) and sent 

directly to the controller.  Using a vacuum 

gripper attached to the same end-effector 

as the Kinect, the robot could then proceed 

to construct the brick wall along the desig-

nated path (Fig. 1).

For more information on this 

research project, see “In-situ robotic fab-

rication” (Project leader:  Volker Helm; 

Collaborators:  Dr. Ralph Bärtschi, Tobias 

Bonwetsch, Selen Ercan, Ryan Luke Johns, 

Dominik Weber), Professorship for Archi-

tecture and Digital Fabrication, ETH Zurich 

[3].

Augmented Reality System

Overview

While the potential of coupling the gesture 

recognition of the Kinect with robotic ma-

nipulators has been explored on numerous 

occasions, there is generally a gravitation 

towards human mimicry via telerobotics (De 

Luca and Flacco, 2012;  Itauma et al., 2012) 

rather than utilizing gesture as guiding fac-

tor for more complex processes (i.e. brick 

laying).  By combining the highly informed 

detailing made possible by computer script-

ing and industrial robotics with gestural 

inputs, defining complex structures intui-

tively on-site becomes more feasible.

In order to experiment with the 

potential of shaping, interacting with, and 

approving the parameters of gesturally-

based forms in situ prior to robotic fabri-

cation, we opted to utilize a see-through, 

head-mounted augmented reality system.  

Figure 1 Brick wall robotically fabricated along gestured path.  Gramazio & Kohler, ETH Zurich. Figure 2 Smartphone based augmented reality headset.  Equirectangular image credit: Ilja van de Pavert.
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system, and though the rapid cure time al-

lowed the tile to be released in 2-4 minutes, 

it accordingly exacerbated nozzle-clogging 

issues to the extent that it became infea-

sible for continued use.   The products we 

tested listed a suggested gap-filling ability 

of 7.5 cm, but we found we could fill larger 

volumes with careful application and the 

use of ad hoc filler materials (scrap styro-

foam, wire mesh, dowels, etc.).  The pres-

ently constructed one-square-meter sec-

tion of our prototype contains 63 tiles and 

required approximately 70 hours of build 

time (Fig. 6/7).

Discussion and Conclusion

Our process effectively demonstrates a 

technique for using a robotic manipula-

tor as a reconfigurable formwork, while 

clearly indicating that opportunities exist to 

streamline the foam-tile manifestation of 

the concept.  Simple improvements to the 

foam delivery system, such as automated 

spraying, faster curing, and a self-cleaning 

nozzle, could improve the process speed 

tenfold.  Further efficiency gains could be 

achieved through an end effector capable 

of orienting and placing multiple tiles in 

one movement. It is worth noting, however, 

that our primary intention is not to maxi-

mize efficiency, but to examine the design 

potential of this method.  Indeed, the idea 

of maximum efficiency is in many ways 

at odds with the concept of the poché:  as 

Venturi (1966) states, the residual space 

created by contradiction between inte-

rior and exterior geometries is “sometimes 

awkward” and “seldom economic.”

Beyond our prototypical ex-

ample which engaged thermal insulation 

and acoustic isolation, simple variations in 

material and technique present an array of 

available performative qualities: aesthetic 

complexity, light deflection, directional 

acoustics,  and economy of material. Per-

haps this process’s greatest potential is its 

ability to produce composite surfaces which 

tailor the physical properties of the each 

element of cladding and filling to specific 

program requirements, creating “functional 

gradient materials” (Hirai, 1996). 

In a production environment, ac-

cessing the full potential of this process to 

reduce the complexity and tight tolerances 

demanded by current freeform cladding 

systems requires mobilizing the robot for 

on-site construction. Mobile construction 

robots—like the Echord robot of ETH Zur-

ich [3]—could be located within a working 

zone using not only pre-placed registration 

markers, but by scanning and calibrating 

their own previously placed tiles: effectively 

employing precise placement as a dynamic 

The large tolerances allowed 

by this process did not require a resolute 

model of the pre-existing conditions, but 

simply a general understanding of its key 

points (primarily for the purpose of avoid-

ing collisions).  We utilized our robotic ma-

nipulator as a digitizer, sending a handful of 

coordinate values to Rhino Python via serial 

interface and referencing them during the 

modeling process to generate our surface 

within a loose range (~25 cm) of the exist-

ing structure.

Fabrication

For the construction of this prototype, we 

created a custom vacuum gripper for our 

6-axis industrial robot (an ABB IRB 6400) 

using a salvaged mini-fridge compressor 

and off-the-shelf components.   The I/O 

system of the robot controller is wired to a 

relay which controls power to the compres-

sor and to a solenoid valve which can be 

opened to release the vacuum.

We use 11.0 cm square ceramic 

tiles for an adequate balance between reso-

lution and construction speed (Bonwetsch 

et  al., 2006).  Guided by its native RAPID 

language (ABB, 1997), converted from the 

data of the digital model using Rhino Py-

thon, the robot moves the suction cup to 

the loading position and turns on the vacu-

um pump.  It then carries the tile to its des-

ignated position and raises a prompt on the 

controller’s teach pendant notifying the user 

to manually apply the expanding foam.  As 

the robot can maintain this position indefi-

nitely (and can be shut down during a pose), 

the time it must wait until its next move-

ment is determined entirely by the cure 

time of the filling and adhering material.  In 

our case, we use primarily store-bought ex-

panding polyurethane foam, which we have 

found to require 40-60 minutes of cure 

time (at 20-30 °C) before the tile can be 

released by the robot.  In an attempt to in-

crease production speed, we experimented 

with a professional two-part polyurethane 

Figure 6 Prototype build process. Figure 7 Prototypical irregular-substrate tile surface.



80

Augmented Reality and the Fabrication of Gestural Form

81

Workshops

the ground plane.  The headset software 

merely places its virtual camera at the re-

ceived head-XYZ coordinate and orients the 

camera frustum based on the values read 

from the accelerometer and compass.  As 

head-rotation (in plan) is based on world 

azimuth angles and the Kinect is not always 

placed due-north of the viewer, each ses-

sion begins by the user facing the Kinect 

and “calibrating” the scene such that the 

angle between the calibrated azimuth and 

true-north is factored into future camera 

rotations.

The program on each device is 

equipped with the same expandable set of 

gestural form-finding techniques:  at the 

current state of this prototype, the primary 

functions are “loft” surfaces and “brick” 

surfaces.  All commands are accessed by 

tapping the touch-screen to initialize voice 

recognition, and then speaking the com-

mand (which is registered by the Droid and 

immediately sent to the pc).  In example, 

the spoken command “loft” initializes the 

generation of a surface that is lofted be-

tween the paths of the right and left hand, 

while the command “brick,” initializes a 

brick wall which follows the path of the 

right hand in plan and is built to the height 

of the hand in elevation. 

 Multiple functions can be run si-

multaneously (Fig. 5a), forms can be added 

to or erased, and multiple objects can be 

generated within the same program.  The 

user can walk around and explore the scene 

before speaking the command “Rhino” to 

open the exported geometry in the 3d mod-

eling software (Fig. 5b) on the pc for pro-

totyping (Fig. 5c), or can export RAPID for 

direct use with the robotic manipulator (Fig. 

7).

Discussion

While augmented reality systems and ges-

tural form-finding are certainly not new 

topics, we propose that their architectural 

potential is reinvigorated through integra-

tion with industrial robotics and the ques-

tion of design scale.  If we regress to the 

time of the primitive hut, we find an ar-

chitecture that is both designed and con-

Google’s Speech Recognizer [8] to listen 

for voice commands which operate the 

program.

Software Development and Capabilities

In order to gain familiarity with processing 

for android and an understanding of how to 

utilize the phone’s sensor readings, we first 

implemented a simple panoramic viewer 

which rotated the viewing direction within 

a textured sphere [9] (mapped with an 

equirectangular image) based on the user’s 

head orientation (Kwiatek, 2005) (Fig. 4).

Once we were familiar with the 

settings required to create a fixed position, 

orientation-based viewer, these techniques 

were combined with the skeleton-tracking 

capabilities of the Kinect order to enable a 

fully navigable and modifiable AR environ-

ment.

The software on the PC side 

reads skeleton data, and is constantly send-

ing the head and hand positions wirelessly 

to the headset.  The processing ‘scenes’ 

in both versions of the software are fun-

damentally the same—sharing a common 

world origin directly below the Kinect on 

Figure 4 Orientation-responsive equirectangular im-

age viewer developed with processing for Android.

Figure 5 From left: a) Simultaneous gestural generation of brick wall and loft surface using hand coordi-

nates. b) Geometry exported to Rhino 3d. c) Lasercut scale model.

Figure 3 Interface of hardware and software for gestural AR system.

252 25372

Irregular Substrate Tiling

73

Research

system, and though the rapid cure time al-

lowed the tile to be released in 2-4 minutes, 

it accordingly exacerbated nozzle-clogging 

issues to the extent that it became infea-

sible for continued use.   The products we 

tested listed a suggested gap-filling ability 

of 7.5 cm, but we found we could fill larger 

volumes with careful application and the 

use of ad hoc filler materials (scrap styro-

foam, wire mesh, dowels, etc.).  The pres-

ently constructed one-square-meter sec-

tion of our prototype contains 63 tiles and 

required approximately 70 hours of build 

time (Fig. 6/7).

Discussion and Conclusion

Our process effectively demonstrates a 

technique for using a robotic manipula-

tor as a reconfigurable formwork, while 

clearly indicating that opportunities exist to 

streamline the foam-tile manifestation of 

the concept.  Simple improvements to the 

foam delivery system, such as automated 

spraying, faster curing, and a self-cleaning 

nozzle, could improve the process speed 

tenfold.  Further efficiency gains could be 

achieved through an end effector capable 

of orienting and placing multiple tiles in 

one movement. It is worth noting, however, 

that our primary intention is not to maxi-

mize efficiency, but to examine the design 

potential of this method.  Indeed, the idea 

of maximum efficiency is in many ways 

at odds with the concept of the poché:  as 

Venturi (1966) states, the residual space 

created by contradiction between inte-

rior and exterior geometries is “sometimes 

awkward” and “seldom economic.”

Beyond our prototypical ex-

ample which engaged thermal insulation 

and acoustic isolation, simple variations in 

material and technique present an array of 

available performative qualities: aesthetic 

complexity, light deflection, directional 

acoustics,  and economy of material. Per-

haps this process’s greatest potential is its 

ability to produce composite surfaces which 

tailor the physical properties of the each 

element of cladding and filling to specific 

program requirements, creating “functional 

gradient materials” (Hirai, 1996). 

In a production environment, ac-

cessing the full potential of this process to 

reduce the complexity and tight tolerances 

demanded by current freeform cladding 

systems requires mobilizing the robot for 

on-site construction. Mobile construction 

robots—like the Echord robot of ETH Zur-

ich [3]—could be located within a working 

zone using not only pre-placed registration 

markers, but by scanning and calibrating 

their own previously placed tiles: effectively 

employing precise placement as a dynamic 

The large tolerances allowed 

by this process did not require a resolute 

model of the pre-existing conditions, but 

simply a general understanding of its key 

points (primarily for the purpose of avoid-

ing collisions).  We utilized our robotic ma-

nipulator as a digitizer, sending a handful of 

coordinate values to Rhino Python via serial 

interface and referencing them during the 

modeling process to generate our surface 

within a loose range (~25 cm) of the exist-

ing structure.

Fabrication

For the construction of this prototype, we 

created a custom vacuum gripper for our 

6-axis industrial robot (an ABB IRB 6400) 

using a salvaged mini-fridge compressor 

and off-the-shelf components.   The I/O 

system of the robot controller is wired to a 

relay which controls power to the compres-

sor and to a solenoid valve which can be 

opened to release the vacuum.

We use 11.0 cm square ceramic 

tiles for an adequate balance between reso-

lution and construction speed (Bonwetsch 

et  al., 2006).  Guided by its native RAPID 

language (ABB, 1997), converted from the 

data of the digital model using Rhino Py-

thon, the robot moves the suction cup to 

the loading position and turns on the vacu-

um pump.  It then carries the tile to its des-

ignated position and raises a prompt on the 

controller’s teach pendant notifying the user 

to manually apply the expanding foam.  As 

the robot can maintain this position indefi-

nitely (and can be shut down during a pose), 

the time it must wait until its next move-

ment is determined entirely by the cure 

time of the filling and adhering material.  In 

our case, we use primarily store-bought ex-

panding polyurethane foam, which we have 

found to require 40-60 minutes of cure 

time (at 20-30 °C) before the tile can be 

released by the robot.  In an attempt to in-

crease production speed, we experimented 

with a professional two-part polyurethane 

Figure 6 Prototype build process. Figure 7 Prototypical irregular-substrate tile surface.
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senting and disseminating design options 

is given as much credence as the tools for 

fabricating them.
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structed at the human scale (Fig. 7a)—one 

that is informed by the modularity of man 

and restricted by the strength and reach of 

his body.  As drawing technology entered 

the picture, however, architects began to 

design at abstract scales while construction 

detailing remained limited by the capabili-

ties of the worker (Fig. 7b).  With the advent 

of computer modeling and industrial fabri-

cation, both architecture and construction 

have lost their association to the human 

body:  digital models are generated in ab-

stract scales and fabricated using machines 

whose scale, strength and precision go far 

beyond human potential (Fig. 7c).  We sug-

gest that a coupling of gestural form-find-

ing with highly capable industrial robotics 

enables an exploration of the last remaining 

trajectory: one in which design is done at a 

human scale and construction is performed 

with a level of strength and complexity that 

is entirely inhuman (Fig. 7d).

Conclusion

In this paper, we implement a workflow in 

which architectural forms can be generated 

based on bodily movement, previewed and 

altered using an augmented reality system, 

and translated back into the physical world 

through means of digital fabrication.  Using 

a prototypical software interface, we pres-

ent a method for adding informed complex-

ity to spontaneous forms.  In this instance, 

we generate a brick wall or a loft surface 

along the path of the hand, but foresee a 

potential future in which design functions 

could be added by other developers and 

architects much like “apps” are added to 

smartphones.  In this way, the software 

could be expanded to enable a wide array 

of modeling techniques which are tailored 

to consumer demands or specific develop-

ments in computational design and fabrica-

tion technologies.  By providing individuals 

with intuitive means for roughing out ar-

chitectural forms at the human scale, and 

then equipping them with easy techniques 

for exploring, editing, detailing and fabri-

cating those forms, such interfaces make 

the design process more accessible to non-

architects.  The potential implications of 

mass customization, therefore, can only 

be realized when the technology for repre-

Figure 7 Relationships between scales of design 

and construction in architecture.

Figure 6 From left: a) Loft surfaces generated using AR headset and hand coordinates from the Kinect. b) 

Surfaces exported to Rhino for viewing. c) RAPID code generated for robotically produced light painting of 

surface.
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system, and though the rapid cure time al-

lowed the tile to be released in 2-4 minutes, 

it accordingly exacerbated nozzle-clogging 

issues to the extent that it became infea-

sible for continued use.   The products we 

tested listed a suggested gap-filling ability 

of 7.5 cm, but we found we could fill larger 

volumes with careful application and the 

use of ad hoc filler materials (scrap styro-

foam, wire mesh, dowels, etc.).  The pres-

ently constructed one-square-meter sec-

tion of our prototype contains 63 tiles and 

required approximately 70 hours of build 

time (Fig. 6/7).

Discussion and Conclusion

Our process effectively demonstrates a 

technique for using a robotic manipula-

tor as a reconfigurable formwork, while 

clearly indicating that opportunities exist to 

streamline the foam-tile manifestation of 

the concept.  Simple improvements to the 

foam delivery system, such as automated 

spraying, faster curing, and a self-cleaning 

nozzle, could improve the process speed 

tenfold.  Further efficiency gains could be 

achieved through an end effector capable 

of orienting and placing multiple tiles in 

one movement. It is worth noting, however, 

that our primary intention is not to maxi-

mize efficiency, but to examine the design 

potential of this method.  Indeed, the idea 

of maximum efficiency is in many ways 

at odds with the concept of the poché:  as 

Venturi (1966) states, the residual space 

created by contradiction between inte-

rior and exterior geometries is “sometimes 

awkward” and “seldom economic.”

Beyond our prototypical ex-

ample which engaged thermal insulation 

and acoustic isolation, simple variations in 

material and technique present an array of 

available performative qualities: aesthetic 

complexity, light deflection, directional 

acoustics,  and economy of material. Per-

haps this process’s greatest potential is its 

ability to produce composite surfaces which 

tailor the physical properties of the each 

element of cladding and filling to specific 

program requirements, creating “functional 

gradient materials” (Hirai, 1996). 

In a production environment, ac-

cessing the full potential of this process to 

reduce the complexity and tight tolerances 

demanded by current freeform cladding 

systems requires mobilizing the robot for 

on-site construction. Mobile construction 

robots—like the Echord robot of ETH Zur-

ich [3]—could be located within a working 

zone using not only pre-placed registration 

markers, but by scanning and calibrating 

their own previously placed tiles: effectively 

employing precise placement as a dynamic 

The large tolerances allowed 

by this process did not require a resolute 

model of the pre-existing conditions, but 

simply a general understanding of its key 

points (primarily for the purpose of avoid-

ing collisions).  We utilized our robotic ma-

nipulator as a digitizer, sending a handful of 

coordinate values to Rhino Python via serial 

interface and referencing them during the 

modeling process to generate our surface 

within a loose range (~25 cm) of the exist-

ing structure.

Fabrication

For the construction of this prototype, we 

created a custom vacuum gripper for our 

6-axis industrial robot (an ABB IRB 6400) 

using a salvaged mini-fridge compressor 

and off-the-shelf components.   The I/O 

system of the robot controller is wired to a 

relay which controls power to the compres-

sor and to a solenoid valve which can be 

opened to release the vacuum.

We use 11.0 cm square ceramic 

tiles for an adequate balance between reso-

lution and construction speed (Bonwetsch 

et  al., 2006).  Guided by its native RAPID 

language (ABB, 1997), converted from the 

data of the digital model using Rhino Py-

thon, the robot moves the suction cup to 

the loading position and turns on the vacu-

um pump.  It then carries the tile to its des-

ignated position and raises a prompt on the 

controller’s teach pendant notifying the user 

to manually apply the expanding foam.  As 

the robot can maintain this position indefi-

nitely (and can be shut down during a pose), 

the time it must wait until its next move-

ment is determined entirely by the cure 

time of the filling and adhering material.  In 

our case, we use primarily store-bought ex-

panding polyurethane foam, which we have 

found to require 40-60 minutes of cure 

time (at 20-30 °C) before the tile can be 

released by the robot.  In an attempt to in-

crease production speed, we experimented 

with a professional two-part polyurethane 

Figure 6 Prototype build process. Figure 7 Prototypical irregular-substrate tile surface.
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